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ABSTRACT. We study the effectiveness of iterated elimination of strictly-dominated actions in random games. We show that dominance solvability of games is vanishingly small as the number of at least one player’s actions grows. Furthermore, conditional on dominance solvability, the number of iterations required to converge to Nash equilibrium grows rapidly as action sets grow. Nonetheless, at least when one of the players has a small action set, iterated elimination simplifies the game substantially by ruling out a sizable fraction of actions. This is no longer the case as both players’ action sets expand. Technically, we illustrate the usefulness of recent combinatorial methods for the analysis of general games.
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1. Introduction

1.1. Overview. First introduced by Moulin (1979) in the context of voting, dominance solvability relies on a straightforward prescription. If a player has an action that generates worse payoffs than another regardless of what other players select—a strictly dominated action—she should never use it. When the structure of the game is commonly known, other players can infer their opponents’ strictly dominated actions and assume they will not be played. With those strictly dominated actions eliminated, the resulting, reduced game may have further strictly dominated actions that can then be eliminated, and so on and so forth. This iterative procedure allows players to restrict the set of relevant actions they consider. If it converges to a unique action profile, that profile constitutes a Nash equilibrium, and the game is dominance solvable.

Dominance-solvable games are appealing on both simplicity and robustness grounds. Players do not need to hold precise beliefs about opponents or even accurately assess the payoffs resulting from each action profile—whether or not a game is dominance solvable, and the resulting predictions, depend only on ordinal comparisons of players’ payoffs. These features have suggested suitability to a range of applications, and much effort has gone into identifying naturally-occurring dominant-solvable games and implementing desirable outcomes through protocols inducing dominance solvability.

Despite the attention dominance-solvable games have received, little is known about the iterated-elimination procedure’s features and outcomes. This paper provides a general analysis of the procedure in random games. Our results highlight its potential limitations in simplifying games meaningfully.

Dominance solvability is so fundamental in game theory. Why don’t we have a full understanding of the implications of the iterated-elimination procedure in our canon of knowledge already? We suspect one reason might be that our analysis requires fairly recent results in combinatorics. The main difficulty in studying dominance solvability arises since, whatever distribution over payoff rankings of actions profiles is assumed, after each iteration, the remaining actions players consider are selected and resulting payoff rankings are no longer distributed in the same way.

We consider random games, where the ranking of payoffs resulting from all possible action profiles is determined uniformly at random. This allows us to analyze the likelihood of different dominance features within games of varying sizes. We later show that our results translate to a variety of other distributions corresponding to payoff structures commonly
assumed in the literature.¹

Perhaps confirming common wisdom, we show that the probability a game is dominance solvable vanishes quickly as any player’s action set grows. Even in $2 \times n$ games, this probability is strictly decreasing in $n$ and proportional to $n^{-1/2}$.² Our derivation of this probability is based on a link we uncover between the number of players’ undominated actions and Stirling numbers of the first kind, a prominent sequence in combinatorics, enumerating various constructs since at least the 18th century.³ The asymptotics of these numbers’ distributions, which we employ, have been discovered only over the last couple of decades.

As we increase the action sets of both players, for $m \times n$ games with $m \leq n$, the probability a game is dominance solvable is $n^{-\Theta(m)}$ and vanishes more rapidly.⁴

These results indicate how special many of the games the literature focuses on are. They also make the classic virtual implementation results à la Abreu and Matsushima (1992a) appear even more remarkable than before: approximation of a large class of implementation problems can be done utilizing only dominance-solvable games, despite their rarity.

The experimental literature on level-k thinking and cognitive hierarchies (see, e.g., Costa-Gomes, Crawford, and Broseta, 2001; Camerer, Ho, and Chong, 2004) suggests limited ability of individuals to go through more than two iterations. Fudenberg and Liang (2019) conduct Amazon Mechanical Turk (MTurk) experiments using 200 two-player $3 \times 3$ games with payoffs determined uniformly at random. An analysis of their data, as depicted in Figure 1, demonstrates that compliance with equilibrium decisions for the row player (or simply Row) is high in solvable games in which Row needs one or two rounds to find her equilibrium decision, but significantly lower in solvable games in which Row needs to perform at least three iterations, or non-solvable games with exactly one Nash equilibrium that is pure.⁵ Thus, dominance solvability alone may not guarantee the “simplicity” of a game.

¹We present all of our results for two-player games. We show in the Online Appendix that results become even starker for more than two players.

²Such games correspond to settings in which one player has a coarser action set—a seller deciding whether to sell an item or not to buyers who pick payment levels, a firm that chooses whether to hire an employee or not, where the employee selects an effort level, etc.

³The $k$-th Stirling number of the first kind for a set of size $n$ captures the number of permutations of $n$ items with precisely $k$ cycles. For a rich discussion of applications of these numbers, see Stanley (2011).

⁴We write $f(n) = \Theta(g(n))$ if both $g(n) = \mathcal{O}(f(n))$ and $f(n) = \mathcal{O}(g(n))$. Informally, it means that $f$ is bounded both above and below by $g$ asymptotically.

⁵We are grateful to Drew Fudenberg and Annie Liang for sharing their data with us.
Figure 1: Frequency of Row’s undominated decisions in games with at least one Row’s dominated action, iteratively undominated decisions in solvable games with 1 or 2 (3 or 4, respectively) rounds that Row needs to identify her equilibrium decision, equilibrium decisions in non-solvable games with one Nash equilibrium that is also pure

Conditional on a game being dominance solvable, we look at the number of iterations required to complete the elimination process. We show that this number is large, increasing rapidly as the number of actions of at least one of the players grows. As action sets expand, “simple” games become rare—they are unlikely to be dominance solvable and, even when they are, they likely require tremendous sophistication of players to reach an equilibrium outcome. Our results also open the door to questions regarding the features of dominance-solvable games required to approximate various allocation objectives. Indeed, Katok, Sefton, and Yavas (2002) illustrate the limitations of virtual implementation in the lab due to the limited number of dominance iterations participants can successfully perform.

Even without dominance solvability, iterated elimination of strictly dominated actions may still be effective in simplifying a game if the set of actions surviving it is relatively small. We show that whether this is the case depends on the relative number of actions each player has in the underlying game. For $2 \times n$ games, the number of surviving actions for the second, column player has a mean of approximately $\ln n$ and is asymptotically normally distributed. Furthermore, for $m \times n$ games with relatively small $m = o(\ln n)$, the fraction of surviving actions for the column player converges to zero asymptotically. This provides a
silver lining to our previous results—$m \times n$ games with relatively small $m$ are dramatically simplified after the elimination process. Results are more discouraging when the first, row player has more actions. We show that in $m \times n$ games with $m = \log_2 n + \omega(1)$, almost all actions survive the iterative deletion process as $n$ grows.\(^6\)

Throughout, we consider domination only via pure actions. Our notion of strict dominance solvability closely relates to the rationalizability notion proposed by Börgers (1993). Experimental evidence suggests that, indeed, identifying actions dominated by mixed strategies is far more challenging. Nonetheless, our results shed light on game complexity as viewed through the lens of the traditional rationalizability notion (Bernheim, 1984; Pearce, 1984). We show that our main insights carry over: rationalizability rarely yields a unique outcome and requires many iterations even when it does. Furthermore, the corresponding iterative procedure is frequently ineffective in limiting the actions agents need to consider.

1.2. Literature Review. Dominance solvability was first introduced by Moulin (1979) as a weakening of strategy proofness in the context of voting.\(^7\) Dominance solvability has since been studied in a variety of applications, including auctions (see Azrieli and Levin, 2011, and references therein), oligopolistic competition (Börgers and Janssen, 1995), and global games (Carlsson and van Damme, 1993).\(^8\)

Market designers use dominance-solvable games when implementing various allocation problems, in part because these games appear simple. In addition to Abreu and Matsushima (1992a)’s important work (mentioned above), recent research has addressed problems of robust implementation using dominance-solvable games, see e.g., Bergemann and Morris (2009). This literature rarely considers the number of iterations required to reach an equilibrium in dominance-solvable games, although several recent papers have also identified strategically simple mechanisms; for example, Börgers and Li (2019) and Li (2017).\(^9\) The experimental literature suggests that multiple iterations may not generate rationalizable outcomes, see Sefton and Yavas (1996) and Katok, Sefton, and Yavas (2002). Abreu and

\(^6\)We write $f(n) = \omega(g(n))$ if $g(n) = o(f(n))$. Informally, it means that $f$ dominates $g$ asymptotically.

\(^7\)As Moulin states, the underlying principle was presented by Farquharson (1969) and Brams (1975).

\(^8\)Our study also closely relates to notions of rationalizability (Bernheim, 1984; Pearce, 1984), see Section 6 for further links to that literature.

\(^9\)Matsushima (2007) and Matsushima (2008) consider incomplete-information settings with implementation in few rounds of iterated elimination of strictly-dominated strategies. Similarly, Kartik, Tercieux, and Holden (2014) consider agents with a taste for honesty and characterize social-choice functions that can be implemented using two rounds of iterated deletion. Li and Dworczak (2020) study the tradeoff between mechanisms’ simplicity and optimality.
Matsushima (1992b) suggest one solution in a lively discussion with Glazer and Rosenthal (1992): "[A]gents can simply be educated about how the mechanism is solved!" Our results imply that such education may be useful more often than not.

Some experimentalists advocate selecting games at random to test predictive theories about game play, see Erev et al. (2007). Our analysis provides some fundamental features of these games when used. While such experiments are rare, for illustration, we use data collected by Fudenberg and Liang (2019), who conducted experiments on two-player $3 \times 3$ games with payoffs determined uniformly at random. We also use data from a collection of $3 \times 3$ lab game experiments compiled by Wright and Leyton-Brown (2014). In addition, we draw on experimental literature that suggests most individuals cannot perform many iterations, not without substantial experience (see, for instance, Nagel, 1995; Costa-Gomes, Crawford, and Broseta, 2001; Camerer, Ho, and Chong, 2004).

Powers (1990) and McLennan (2005) also consider random games and analyze the number of Nash equilibria, pure and mixed, while Pei and Takahashi (2019) study the distribution of the number of point-rationalizable actions in such games. Our paper is related in spirit to these predecessors, though we address different questions and use different methodologies.

We rely on recent results in combinatorics by Hammett and Pittel (2008) and Hwang (1995, 1998). Alon and Spencer (2016) and Stanley (2011) provide a general overview of these methods. We hope the techniques we introduce can be useful for related problems.

2. The Model

2.1. Random Games. Consider a non-cooperative, simultaneous-move, one-shot game of complete information with two players, Row and Column. We consider only two players for presentation simplicity—in the Online Appendix, we show our main results extend to games with more than two players. Row has $m$ actions $[m] = \{1, 2, \ldots, m\}$ and Column has $n$ actions $[n] = \{1, 2, \ldots, n\}$, where $m, n$ are positive integers. Let $R = (r_{ij}) \in \mathbb{R}^{m \times n}$ and $C = (c_{ij}) \in \mathbb{R}^{m \times n}$ denote the $m \times n$ Row’s and Column’s payoff matrices respectively. We can represent this normal-form game by a bimatrix of the form

$$(R, C) = \begin{pmatrix} r_{11}, c_{11} & r_{12}, c_{12} & \cdots & r_{1n}, c_{1n} \\ r_{21}, c_{21} & r_{22}, c_{22} & \cdots & r_{2n}, c_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ r_{m1}, c_{m1} & r_{m2}, c_{m2} & \cdots & r_{mn}, c_{mn} \end{pmatrix}.$$
In order to study the general properties of this class of games, we assume all payoffs are randomly generated. Since dominance solvability hinges on ordinal comparisons alone, we can focus on the randomness of payoff rankings, abstracting from the underlying cardinal payoff distributions. In that sense, our analysis is “distribution-free.” Let $S_m$ denote the symmetric group of permutations of $[m]$. We maintain the following ordinal randomness assumption throughout our analysis:

1. for each $j \in [n]$, Row’s payoffs $r_j$ are uniform on $S_m$;
2. for each $i \in [m]$, Column’s payoffs $c_i$ are uniform on $S_n$;
3. random permutations $\{r_j, c_i\}$, $i \in [m]$ and $j \in [n]$, are mutually independent.

In other words, for each fixed action of Row or Column, Column’s or Row’s ordinal rankings over its actions are uniform, and all ordinal rankings are mutually independent. In Section 5, we consider alternative distributions that correspond to a variety of commonly studied classes of games; they yield qualitatively identical results.

Let $G(m, n)$ denote the corresponding random game.

2.2. Three Dimensions of Pure-Strategy Strict Dominance. We examine the general properties of random games related to pure-strategy strict dominance. An action is pure-strategy strictly dominated if it always yields a worse outcome than some other action, regardless of other players’ actions. If an action is not pure-strategy strictly dominated, it is called pure-strategy strictly undominated. An action is strictly dominant if all alternative actions are strictly dominated.

The elimination procedure that iteratively discards of all pure-strategy strictly dominated actions until there is no pure-strategy strictly dominated action is called iterated elimination of pure-strategy strictly dominated actions. We also call rounds of this elimination procedure iterations. If by iterated elimination of pure-strategy strictly dominated actions there is only one action left for each player, the game is called a pure-strategy strict-dominance solvable game. To simplify the terminology in this paper, we will often omit the “pure-strategy” preamble.

---

10We ignore indifferences, which would arise with measure 0 for any continuous distribution of payoffs. In Section 6, we also consider dominance via mixed strategies and rationalizability.

11For finite games, the order in which pure-strategy strictly dominated actions are eliminated does not matter. To define the number of iterations, we suppose that, at each iteration (or round) of the elimination procedure, all players delete all pure-strategy strictly dominated actions.
Our analysis focuses on the following three dimensions of strict dominance for any random game $G(m,n)$. First, we ask how common strict-dominance solvable games are. We address this question by studying the probability of strict dominance solvability, denoted by $\pi(m,n)$. Second, we ask how “complex” strict-dominance solvable games are. We use the number of iterations required conditional on strict-dominance solvability as our complexity measure for strict-dominance solvable games. We call that measure the conditional number of iterations and denote it by $I(m,n)$. Last, we inspect the complexity of games surviving iterated elimination of pure-strategy strictly dominated actions. As a complexity measure for surviving games, we analyze the number of surviving actions after the iterated procedure, which we denote by $S^R(m,n)$ for Row and $S^C(m,n)$ for Column.

As a by-product of our analysis, we also examine the number of strictly undominated actions denoted by $U^R(m,n)$ for Row and $U^C(m,n)$ for Column. It provides insights on the likelihood of games with a dominant-strategy equilibrium, where $U^R(m,n)$ and $U^C(m,n)$ are singletons.

3. Motivating Example: Two Actions for One Player

In this section, we fix the number of Row’s actions to $m = 2$ and vary the number of Column’s actions $n$.\textsuperscript{12} If $m = 1$, all realized games are dominance solvable within one iteration. Therefore, the minimal non-trivial case corresponds to $m = 2$.

3.1. Undominated Actions. Since there are only two actions for Row, the distribution of her number of strictly undominated actions is straightforward. One action is strictly dominated by another action with probability $\left(\frac{1}{2}\right)^n$, where $n$ is the number of Column’s actions. In addition, there are two, mutually exclusive, ways to choose a strictly dominated action. Thus, Row has one strictly undominated action with probability $\left(\frac{1}{2}\right)^{n-1}$.

Unfortunately, we cannot follow the same argument for Column with $n$ actions and the payoff matrix

$$
C = \begin{pmatrix}
  c_{11} & c_{12} & \ldots & c_{1j} & \ldots & c_{1n} \\
  c_{21} & c_{22} & \ldots & c_{2j} & \ldots & c_{2n}
\end{pmatrix},
$$

where rows $\{c_1, c_2\}$ are i.i.d. uniform on $S_n$. One action is strictly dominated by another with probability $\frac{1}{4}$ in isolation. However, there are many ways by which one action can be dominated by various others, and they are not mutually exclusive.

\textsuperscript{12}Due to symmetry, if we instead fix the number of Column’s actions, the analysis is identical.
Instead, we employ combinatorial techniques. Because we care only about the number of undominated actions and not their labels, we can set either of \( \{c_1, c_2\} \) to any fixed permutation. Without loss of generality, we fix \( c_1 = e_n \equiv (1, 2, \ldots, n) \) and focus on

\[
C = \begin{pmatrix}
1 & 2 & \ldots & j & \ldots & n \\
c_{21} & c_{22} & \ldots & c_{2j} & \ldots & c_{2n}
\end{pmatrix},
\]

where \( c_2 \) is uniform on \( S_n \). Formally, our notation above with two rows that are \( i.i.d. \) uniform on \( S_n \) is equivalent to the two-row notation with one fixed row and another drawn uniformly from \( S_n \).

Several conclusions follow immediately. First, the \( n \)-th action is always strictly undominated. Furthermore, for any \( 1 \leq j \leq n-1 \), the \( j \)-th action is strictly undominated if and only if \( c_{2j} > c_{2i} \), which occurs with probability \( \frac{1}{n-j+1} \). Thus, because of linearity of expectations, the expected number of Column’s undominated actions is \( H_n \), where \( H_n \equiv 1 + \frac{1}{2} + \ldots + \frac{1}{n} \) is the \( n \)-th harmonic number. Since \( H_n \sim \ln n \), asymptotically, the fraction of Column’s undominated actions is negligible.

To establish the distribution of the number of undominated actions, we rely on an underlying recursive structure. There are \( n! \) combinations in total for \( c_2 \). Let \( f(n, k) \) denote the number of combinations corresponding to exactly \( k \) of Column’s actions being strictly undominated, \( k \in [n] \). There are two relevant cases. If \( c_{21} \in [n-1] \), then Column’s first action is strictly dominated and we need to have \( k \) undominated actions among the remaining \( (n-1) \) actions. If \( c_{21} = n \), Column’s first action is strictly undominated and we need to have \( k-1 \) undominated actions among the remaining \( (n-1) \) actions. Thus,

\[
f(n, k) = (n-1)f(n-1, k) + f(n-1, k-1).
\]

This expression corresponds to the recurrence relation of the unsigned (or signless) Stirling numbers of the first kind, commonly denoted by \( c(n, k) \):

\[
c(n, k) = (n-1)c(n-1, k) + c(n-1, k-1), \quad n, k \geq 1,
\]

with the initial conditions \( c(n, k) = 0 \) if \( n < k \) or \( k = 0 \), except for \( c(0, 0) = 1 \). Therefore,

**Lemma 1.** Consider a random game \( G(2, n) \). Then, for any \( n \geq 1 \),

1. \( \Pr \left( U^R(2, n) = 1 \right) = \frac{1}{2^{n-1}}; \)
2. for any \( k \in [n] \), \( \Pr(U^C(2, n) = k) = \frac{c(n, k)}{n!} \).

The combinatorics literature offers various interpretations for the unsigned Stirling numbers of the first kind. The original definition of \( c(n, k) \) is algebraic. Namely, they are the coefficients in the expansion of the rising factorial:

\[
x^{(n)} \equiv x(x + 1) \ldots (x + n - 1) = \sum_{k=0}^{n} c(n, k)x^k.
\]

We use this definition to find the probability of dominance solvability in Proposition 1 below. There are various other interpretations. For instance, \( c(n, k) \) corresponds to the number of permutations \( \sigma \in S_n \) with exactly \( k \) cycles.\(^{13}\)

### 3.2. Dominance Solvability

In order to express the probability of dominance solvability, let \( n!! \) denote the double factorial of a positive integer \( n \), defined as the product of all the integers from 1 up to \( n \) with the same parity (odd or even) as \( n \)\(^{14}\). In addition, let \( W(n) \) denote the so-called Wallis ratio (Qi and Mortici, 2015) defined as

\[
W(n) \equiv \frac{(2n - 1)!!}{(2n)!!} = \frac{\Gamma(n + 1/2)}{\Gamma(1/2)\Gamma(n + 1)},
\]

where \( \Gamma(x) \) is the gamma function with \( \Gamma(1/2) = \sqrt{\pi} \).

Proposition 1 provides analytical formulas for the probability of dominance solvability.

**Proposition 1.** Consider a random game \( G(2, n) \). Then,

1. for any \( n \geq 1 \), \( \pi(2, n) = 2W(n) = \frac{(2n - 1)!!}{2^{n-1} \cdot n!} \);
2. \( \pi(2, n) \) is strictly decreasing in \( n \);
3. \( \lim_{n \to \infty} n^{1/2} \cdot \pi(2, n) = \frac{2}{\sqrt{\pi}} \).

Intuitively, we derive the exact formula for \( \pi(2, n) \) as follows. Recall that the order in which strictly-dominated actions are eliminated does not matter. There are \( n \) possible mutually exclusive events corresponding to the number \( k \) of strictly undominated actions for

\(^{13}\)For other enumerative interpretations see Stanley (2011).

\(^{14}\)By definition, \( (2n - 1)!! = 1 \cdot 3 \cdot \ldots \cdot (2n - 1) \) and \( (2n)!! = 2 \cdot 4 \cdot \ldots \cdot (2n) = n! \cdot 2^n \).
Column, \( k \in [n] \), each occurring with probability \( \frac{c(n,k)}{n!} \) respectively. The induced \( 2 \times k \) game, derived from eliminating all of Column’s dominated actions, is strict-dominance solvable if and only if Row has exactly one strictly undominated action. This occurs with probability \( \left( \frac{1}{2} \right)^{k-1} \) since Row’s and Column’s payoffs are independent. By summing over all possible cases \( k \in [n] \), and using the algebraic definition of \( c(n,k) \) together with various well-known identities, we get the desired expression. The monotonicity of \( \pi(2,n) \) follows from the identity \( \Gamma(x+1) = x\Gamma(x) \). The asymptotic characterization follows from Stirling’s formula applied to the gamma function.

It is interesting to note that dominance solvability is rare even conditional on there being a unique pure-strategy Nash equilibrium. Indeed, from Powers (1990), the asymptotic number of pure-strategy Nash equilibria in \( G(2,n) \) follows a binomial distribution \( B(2,1/2) \). In particular, a \( 2 \times n \) game has exactly one pure equilibrium with probability close to 1/2 for large \( n \). Dominance-solvable games then account for a vanishing fraction of those.

3.3. Conditional Iterations. There is exactly one iteration conditional on \( G(2,n) \) being strict-dominance solvable if and only if both Row and Column have strictly-dominant actions. Thus, using the identity \( \Gamma(n+1) = n\Gamma(n) \), we have:

\[
\Pr(I(2,n) = 1) = \left( \frac{1}{2^{n-1}} \cdot \frac{1}{n} \right) \cdot \frac{1}{\pi(2,n)} = \frac{\sqrt{\pi}}{2^n} \cdot \frac{\Gamma(n)}{\Gamma(n+1/2)} \sim \sqrt{\pi} \cdot \frac{1}{2^n} \cdot \frac{1}{n^{1/2}}.
\]

Now, there are exactly two iterations conditional on \( G(2,n) \) being strict-dominance solvable if and only if either Row or Column have a dominant action, not both. That is,

\[
\Pr(I(2,n) = 2) = \left( \frac{1}{2^{n-1}} + \frac{1}{n} - \frac{1}{2^{n-2}} \cdot \frac{1}{n} \right) \cdot \frac{1}{\pi(2,n)} = \frac{n + 2^{n-1} - 2}{2^n} \cdot \frac{\Gamma(n)}{\Gamma(n+1/2)} \sim \frac{\sqrt{\pi}}{2} \cdot \frac{1}{n^{1/2}}.
\]

Finally, there are three conditional iterations in all remaining cases:

\[
\Pr(I(2,n) = 3) = 1 - \frac{n + 2^{n-1} - 1}{2^n} \cdot \sqrt{\pi} \cdot \frac{\Gamma(n)}{\Gamma(n+1/2)} \sim 1 - \frac{\sqrt{\pi}}{2} \cdot \frac{1}{n^{1/2}}.
\]

In the Online Appendix, We show that \( \Pr(I(2,n) = 1) \) is monotonically, and exponentially, decreasing to zero as the number of Column’s actions \( n \) goes to infinity. In particular, it is unlikely for games to be solvable in strictly-dominant actions. In fact, as the derivation

\[\text{A discrete random variable } X = B(n,p) \text{ has a binomial distribution with parameters } n \in \{0, 1, 2 \ldots \} \text{ and } p \in [0, 1], \text{ if, for any } k \geq 0, \text{ its probability mass function is given by } \Pr(X = k) = \binom{n}{k}p^k(1-p)^{n-k}.\]
above suggests, it is rare to have a strictly dominant action even for only one of the players. Formally, \( \Pr(I(2,n) = 2) \) is also monotonically decreasing, albeit not exponentially, to zero. Therefore, asymptotically, the more pervasive manner by which dominance solvability is achieved involves the maximum of three elimination iterations, where Column is the first to eliminate actions. Proposition 2 summarizes this discussion by focusing on the expected number of conditional iterations.

**Proposition 2.** Consider a random game \( G(2,n) \). Then,

1. \( \mathbb{E}[I(2,n)] = 3 - \frac{n + 2^{n-1}}{2^n} \cdot \sqrt{\pi} \cdot \frac{\Gamma(n)}{\Gamma(n+1/2)} \);

2. \( \mathbb{E}[I(2,n)] \) is strictly increasing in \( n \);

3. \( \lim_{n \to \infty} \frac{n^{1/2} \cdot (3 - \mathbb{E}[I(2,n)])}{\sqrt{\pi}} = \frac{\sqrt{\pi}}{2} \).

As mentioned in the Introduction, experimental evidence suggests individuals’ limited ability to go beyond two iterations. Proposition 2 then implies that most \( 2 \times n \) games that are dominance solvable may be de-facto challenging to reason through. As we will soon show, this point becomes even starker when both players have a substantial number of actions.

### 3.4. Surviving Actions.

Row has exactly one action surviving iterated elimination of strictly dominated actions if and only if the game is strict-dominance solvable. Therefore,

\[
\Pr(S^R(2,n) = 1) = \pi(2,n), \quad \Pr(S^R(2,n) = 2) = 1 - \pi(2,n), \quad \text{and} \quad \mathbb{E}[S^R(2,n)] = 2 - \pi(2,n),
\]

and both comparative statics and asymptotic features follow directly from Proposition 1.

As for Column, by similar arguments we obtain

\[
\Pr(S^C(2,n) = 1) = \pi(2,n).
\]

For any \( k \neq 1, k \in [n] \), Column has exactly \( k \) surviving actions if and only if he has exactly \( k \) undominated actions and the considered game is not strict-dominance solvable, so that

\[
\Pr(S^C(2,n) = k) = \Pr(U^C(2,n) = k) \cdot \Pr(S^R(2,n) \neq 1 \mid U^C(2,n) = k) \\
= \Pr(U^C(2,n) = k) \cdot \Pr(U^R(2,k) \neq 1) = \frac{c(n,k)}{n!} \cdot \left( 1 - \frac{1}{2^{k-1}} \right),
\]

where \( c(n,k) \) is the number of ways to choose \( k \) undominated actions from \( n \) possible actions.
where the second equality follows from independence between Row’s and Column’s payoffs.

It follows from Proposition 1 that, asymptotically, Row has nothing to eliminate, so that Column can eliminate actions only in his first iteration. Intuitively, then, the difference between the number of Column’s strictly-undominated actions and the number of Column’s surviving actions vanishes asymptotically.

Formally, the distribution of the number of Column’s surviving actions is similar to that pertaining to strictly-undominated actions with two exceptions. First, for any $k \neq 1$, $k \in \{0, \ldots, n\}$, the corresponding probabilities are discounted by $\left(1 - \frac{1}{2^{k-1}}\right)$ with smaller discounts for larger $k$. Second, there is a spike at $k = 1$ in the distribution of the number of Column’s surviving actions that corresponds to the probability of strict-dominance solvability. Indeed, note that for any $n \geq 2$, because $\Pr(U_R(2, 2) = 1) = 1/2$, we have $\Pr(S^C(2, n) = 1) > \Pr(S^C(2, n) = 2)$.

For any $n \geq 1$, the sequence of numbers $c(n, k)$, $k = 0, 1, \ldots, n$, is log-concave and, hence, unimodal (Stanley, 2011). In addition, the signless Stirling numbers $c(n, k)$ are maximized at $k(n)$ that is either $\lfloor H_n \rfloor$ or $\lceil H_n \rceil$. That is, $k(n) \sim \ln n$ asymptotically. Results by Hwang (1995) suggest that, although for any fixed $k \neq 1$, $k \in \{0, \ldots, n\}$ the corresponding probability $\Pr(S^C(2, n) = k)$ converges to zero faster than $\Pr(S^C(2, n) = 1) = \pi(2, n)$, the mode of this distribution corresponding asymptotically to $k(n) \sim \ln n$ converges to zero slower. We formalize this claim in the Online Appendix. In fact, results from probabilistic combinatorics also suggest that the distribution induced by $\frac{c(n, k)}{n!}$ is asymptotically normal (Gontcharoff, 1944; Hwang, 1998). This implies that the number of surviving Column’s actions is asymptotically normal. Proposition 3 formalizes this intuition.

**Proposition 3.** Consider a random game $G(2, n)$. Then,

$$\Pr \left( S^C(2, n) - \mathbb{E} [S^C(2, n)] \leq x \cdot \sqrt{\text{Var} [S^C(2, n)]} \right) = \Phi(x) + \mathcal{O} \left( \frac{1}{\sqrt{\ln n}} \right),$$

where $\Phi(\cdot)$ is the distribution function of the standard normal distribution,

$$\mathbb{E} [S^C(2, n)] = \ln n + \gamma + o(1), \quad \text{and} \quad \sqrt{\text{Var} [S^C(2, n)]} = \sqrt{\ln n} - \frac{\pi^2 - 6\gamma}{12\sqrt{\ln n}} + o \left( \frac{1}{\sqrt{\ln n}} \right).$$

The formal proof follows similar lines to those appearing in the analysis of Hwang (1998). It uses the Berry-Esseen inequality (Petrov, 1975) stated in terms of character-

---

16 A sequence $a = (a_0, a_1, \ldots, a_n)$ of nonnegative real numbers is log-concave if $a_k^2 \geq a_{k-1}a_{k+1}$ for any $k \in \{n-1\}$.

17 Since we have a spike and discounted probabilities, the problem does not belong to the exp-log class.
istic functions to find convergence rates. Namely, using the algebraic definition of \( c(n, k) \), we compute the characteristic function of the number of surviving Column’s actions and compare it to the characteristic function of the standard normal distribution.

Figure 2 summarizes our discussion in this subsection, when focusing on the \( m = 2 \) curves. The panels of the figure depict the different objects we analyze for random games varying in size, \( n = 1, ..., 50 \): the probability of dominance solvability in panel (a), the expected number of conditional iterations in panel (b), and the expectation and distribution of the number of surviving Column actions in panel (c). In addition to their exact values, we also depict the that Hwang (1998) studies. Therefore, we cannot use his results directly.
asymptotic behavior analytically described in our results. As can be seen, our asymptotic characterizations provide remarkably close approximations for $2 \times n$ games in which $n > 5$.

4. **Arbitrary Action Sets: General Analysis**

We now turn to general $m \times n$ games. Without loss of generality, we fix the number of Column’s actions to $n$ and vary the number of Row’s actions $m \leq n$, as a function of $n$. Our general analysis suggests several main insights. First, dominance solvability is rare—for $2 < m \leq n$, $\pi(m, n) = n^{-\Theta(m)}$ and it converges to zero as $n \to \infty$ at convergence rates that increase in $m$. Second, the conditional number of iterations is large even for relatively small games. Third, the iterated-elimination procedure is effective in allowing players to eliminate a significant fraction of their actions only in sufficiently imbalanced games.

In contrast to the $m = 2$ case, the analysis here involves various novel enumerative issues that have not yet been studied in the combinatorics literature. We employ mostly probabilistic methods to obtain closed-form expressions for our variables of interest and study their asymptotic patterns.

4.1. **Undominated Actions.** In general, an action can be dominated by multiple other actions. When calculating the number of undominated actions, one needs to consider the various interdependent possibilities of domination of any set of actions. For general $m \times n$ games, the exact distribution of the number of undominated actions of either player is challenging to characterize. Indeed, in the Online Appendix, we show that even for the case of $m = 3$, the basic problem of finding the probability that Column has no strictly dominated actions turns out to be mathematically equivalent to a specific problem from the so-called “permutation avoidance” literature (e.g., see Gunby and Pálvölgyi, 2019) and cannot be calculated explicitly (Hammett and Pittel, 2008).\footnote{The Online Appendix offers a general description of the connection between the set of problems we consider and permutation patterns.} Nonetheless, we now illustrate a recursive structure of the expected number of each player’s undominated actions, which generalizes some of our observations from the $m = 2$ case.

We focus on Column, as results for Row are symmetric. Consider the expected number of Column’s undominated actions. By symmetry, the probability that a given Column’s action is undominated in $G(m, n)$ is independent of its label. Therefore, by the linearity of expectations, the expected proportion of Column’s undominated actions $\frac{\mathbb{E}[U^C(m, n)]}{n}$ is also
the probability that the first of Column’s actions is undominated. To glean some intuition for the recurrence relation governing this probability, and hence for \( \mathbb{E}[U^C(m, n)] \), consider \( n \) mutually exclusive events, each corresponding to \( c_{m1} = k \) for some \( k \in [n] \). That is, we consider every possible payoff of Column from his first action, and Row’s \( m \)-th action. Any such event occurs with probability \( \frac{1}{n} \). If \( c_{m1} = k \), the first action is undominated if and only if it is undominated in the reduced \((m-1) \times (n-k+1)\) game formed by removing all columns \( j \) with \( c_{mj} < k \) and the last row. This event occurs with probability \( \mathbb{E}[U^C(m-1, n-k+1)] \). By summing over all possible cases \( k \in [n] \), we achieve a recurrence relation, which is useful for bounding the expected number of players’ undominated actions, as in following lemma.

**Lemma 2.** Consider a random game \( G(m, n) \). Then, for any \( m, n \geq 2 \),

1. \( U^C(m, n) \) first-order stochastically dominates \( U^C(m-1, n) \);
2. \( \mathbb{E}[U^C(m, n)] = \sum_{k=1}^{n} \frac{\mathbb{E}[U^C(m-1, k)]}{k} \) and it is component-wise strictly increasing;
3. \( \frac{(\ln n)^{m-1}}{(m-1)!} \leq \mathbb{E}[U^C(m, n)] \leq \sum_{k=0}^{m-1} \frac{(\ln n)^k}{k!} \).

Intuitively, it is harder for Column to eliminate his actions as the number of Row’s actions \( m \) becomes larger, which is at the heart of the lemma. This lemma can be seen as a generalization of Lemma 1. The recurrence relation extends our observations from Section 3.1. By employing the recurrence relation for \( m = 2 \), we immediately verify that \( \mathbb{E}[U^C(2, n)] = \sum_{k=1}^{n} \frac{1}{k} = H_n \). For \( m = 3 \), it gives \( \mathbb{E}[U^C(3, n)] = \sum_{k=1}^{n} \frac{H_k}{k} = \frac{H_n^2 + H_n^{(2)}}{2} \), where \( H_n^{(m)} \equiv 1 + \frac{1}{2^m} + \ldots + \frac{1}{n^m} \) is the \( n \)-th generalized harmonic number of order \( m \) and the last identity follows, say, from Alzer, Karayannakis, and Srivastava (2006). Nonetheless, deriving closed-form solutions for \( n \geq 4 \) becomes challenging. Indeed, to our knowledge, this recurrence has not been studied before and has no known explicit solution.

The bounds in part 3 of the lemma can be rewritten as

\[
n \cdot \Pr\left( \text{Poisson}(\ln n) = m - 1 \right) \leq \mathbb{E}[U^C(m, n)] \leq n \cdot \Pr\left( \text{Poisson}(\ln n) \leq m - 1 \right),
\]

where \( \text{Poisson}(\lambda) \) is a Poisson random variable with parameter \( \lambda > 0 \). These bounds are derived recursively. For example, consider the upper bound. For \( m = 2 \), the upper bound holds since \( \mathbb{E}[U^C(2, n)] = H_n \leq \ln n + 1 \) for any \( n \geq 1 \). Now, let \( f(x) = \frac{1}{x} (\ln x + 1) \), which
is strictly decreasing for $x \geq 1$. We can then write:

$$E \left[ U^C(3, n) \right] = \sum_{k=1}^{n} \frac{E \left[ U^C(2, k) \right]}{k} \leq \sum_{k=1}^{n} f(k) \leq f(1) + \int_{1}^{n} f(x) = 1 + \ln n + \frac{\left( \ln n \right)^2}{2},$$

as desired. At each subsequent step, as we increase $m$, we can redefine the function $f(x)$ accordingly and show it is strictly decreasing for $x \geq 1$. Similar, albeit somewhat more intricate, arguments are needed to illustrate the lower bound stated in the lemma.

We conclude this subsection with the asymptotic analysis of undominated actions for both players. Consider Row, who has $m(n) \leq n$ actions. It is immediate to see that Row cannot eliminate any of her actions as $n$ goes to infinity, irrespective of the dependence of $m(n)$ on $n$. Indeed,

$$\Pr \left( U^R(m, n) < m \right) \leq m(m - 1) \times 2^{-n} \to 0 \quad \text{as} \quad n \to \infty, \quad m = m(n) \leq n,$$

where the inequality follows from the fact that for Row, there are $m(m - 1)$ pairs of strategies and each strategy can dominate another with probability $\left( \frac{1}{2} \right)^n$.\(^{19}\)

The asymptotic analysis for Column, who has a greater number of actions, is more delicate. Whether Column can significantly alter a game by eliminating his actions in the first iteration depends on the relative sizes of the players’ action sets. First, when Row has relatively few actions, $m(n) = o(\ln n)$, the proportion of Column’s undominated actions converges to zero asymptotically. In other words, such $m(n) \times n$ games are greatly simplified. We show this by first illustrating that the bounds in part 3 of the lemma are asymptotically equivalent when $m(n) = o(\ln n)$, and then noticing that the lower bound

$$\frac{(\ln n)^{m-1}}{(m-1)!n} = \Pr \left( \text{Poisson}(\ln n) = m - 1 \right)$$

for the proportion of Column’s undominated actions converges to zero for any $m = m(n)$—intuitively, the probability that Poisson$(\ln n)$ equals the specific value $(m(n) - 1)$ becomes negligible.

A different picture emerges when Row’s action set is large, namely when $m(n) = \log_2 n + \omega(1)$. In this case, asymptotically, almost all of Column’s actions are undominated. When $m$ grows, as discussed above, the lower bound for the proportion of Column’s undominated actions converges to zero and is, hence, less useful. However, we can construct a different, more useful bound. For any given Column’s action, there are $n - 1$ other actions that may strictly dominate it, each with probability $\frac{1}{2^m}$. Using a union bound,

$$\frac{E\left[U^C(m,n)\right]}{n} \geq 1 - \frac{n-1}{2^m}.$$\(^{19}\)

\(^{19}\)A variant of this observation for $m = n$ is also stated as Proposition 5 in Pei and Takahashi (2019).
When \( m(n) = \log_2 n + \omega(1) \),
\[
\lim_{n \to \infty} \frac{\mathbb{E} \left[ U^C(m,n) \right]}{n} = 1.20
\]

Figure 3 summarizes these asymptotic observations by depicting the proportion of Column’s undominated actions for large \( n = 10^9 \) as a function of \( m \) (the solid black line) along with its bounds (encompassing the region shaded in orange). As can be seen, our bounds are accurate for \( m = o(\ln n) \) and \( m = \log_2 n + \omega(1) \) and provide a narrow band for the majority of relevant cases of \( m = m(n) \leq n \).21

\[ \text{Figure 3: Expected proportion of Column’s undominated actions } \frac{\mathbb{E} \left[ U^C(m,10^9) \right]}{10^9} \text{ with bounds (in orange)} \]

4.2. Dominance Solvability. When analyzing the probability of dominance solvability, an additional enumerative issue emerges in general \( m \times n \) games. In \( 2 \times n \) games, there are at most 3 iterations. When, say, Column eliminates his actions first, the Row’s payoffs in the induced, restricted game Row are still independent. And the third iteration, when it exists, corresponds to a simple maximization. In contrast, in general games, there can be many iterations.22 These introduce non-trivial correlations: the fact that, say, a Column’s action

\[ \text{We can use the same union bound to show that for } m = 2\log_2 n + \omega(1), \text{ Column cannot delete any action at all. Namely, } \mathbb{E} \left[ U^C(m, n) \right] = n - o(1). \]

\[ \text{We conjecture that for the small subset of intermediate } m(n) \text{ not covered formally by our analysis, the proportion of Column’s undominated actions is very close to its upper bound } \frac{1}{n} \cdot \sum_{k=0}^{m-1} \frac{(\ln n)^k}{k!} = \Pr(\text{Poisson}(\ln n) \leq m - 1). \text{ This conjecture is confirmed by our numerical exercises. It suggests that, for almost all intermediate } m(n), \text{ the proportion of Column’s undominated actions is large and close to one.} \]

\[ \text{The maximum number of iterations for an } m \text{ by } n \text{ game is } 2m - 1 \text{ when } m < n, \text{ and } 2m - 2 \text{ if } m = n. \]
is not eliminated in the first iteration provides information on the payoffs it can generate. This information cannot be ignored when considering the third iteration. In particular, we cannot generally emulate the construction underlying the calculation of $\pi(m, n)$ obtained for $m = 2$, which effectively considered each player’s eliminated actions in isolation. In this subsection, we analyze $\pi(m, n)$ by taking into direct account the iterative nature of deletion.

Our analysis in Section 4.1 suggests that for $m(n) \times n$ games, when the number $m(n)$ of Row’s actions is relatively large, namely when $m(n) = \log_2 n + \omega(1)$, Row cannot eliminate any of her actions and almost all of Column’s actions survive in his first iteration with high probability. As a result, the probability a game is dominance solvable is vanishingly small when both action sets grow at these rates. In particular, perhaps confirming common wisdom, $n \times n$ games are rarely simplified for large $n$.

What is possibly less transparent is that the probability a game is dominance solvable vanishes quickly as long as any action set grows, irrespective of their relative sizes. Indeed, in the previous section we showed that even seemingly simple $2 \times n$ games are rarely dominance solvable. Theorem 1 below generalizes this statement to any $m(n) \times n$ games with $m(n) \leq n$. That is, even though particular games can be greatly simplified in just one iteration as we showed in Section 4.1, such games are not solvable with high probability.

**Theorem 1.** There exist $C_1, C_2 > 0$ such that, for any $m \leq n$,

$$n^{-(m-1)} \leq \pi(m, n) \leq C_1 \cdot n^{-C_2m}.$$  

In particular, $\pi(n, n) \leq n^{-(\frac{1}{4} - o(1))n}$.

Despite the complex iterative nature of elimination, we can characterize an asymptotically tight bound for the convergence rate of the probability of dominance solvability.\textsuperscript{23} For games with action sets of comparable sizes, and particularly for balanced $n \times n$ games, this estimate is significantly more accurate than the crude union bound from Section 4.1:

$$\pi(n, n) \leq \Pr(U^R(n, n) < n) + \Pr(U^C(n, n) < n) \leq 2n(n-1) \times 2^{-n} = \Theta\left(\frac{n^2}{2^n}\right).$$

We discuss the ideas guiding the proof in Section 4.5. Intuitively, the lower bound corresponds to the probability that Column has a strictly dominant action, in which case the

\textsuperscript{23}Formally, this theorem can be restated as $\pi(m, n) = n^{-\Theta(m)}$, where $\Theta(m)$ denotes functions of $m$ that are asymptotically bounded both above and below by a linear function in $m$. 
game is strict-dominance solvable. The upper bound is derived from the consideration of two cases. If an \( m \times n \) game is sufficiently imbalanced, we bound \( \pi(m, n) \) by the probability \( \Pr(S^R(m, n) < m) \) that Row deletes at least one action in the iterative procedure. Otherwise, if a game is roughly balanced, Row needs to eliminate many actions, not just one, when the game is dominance solvable. We account for the iterative elimination procedure to derive a bound in that case.

As compared with games exhibiting a unique pure equilibrium, dominance-solvable games are still vanishingly rare. Indeed, Powers (1990) implies that the distribution of the number of pure-strategy Nash equilibria approaches the Poisson distribution Poisson(1) with mean 1 as both players' action sets expand. In addition, if one lets the number \( n \) of Column's actions go to infinity while keeping the number \( m \) of Row's actions finite, the limiting distribution of the number of pure-strategy Nash equilibria is a binomial random variable \( B(m, 1/m) \). In either case, asymptotically, a random game has exactly one pure-strategy Nash equilibrium with a positive probability. Hence, the probability of strict-dominance solvability conditional on there being a unique pure-strategy Nash equilibrium converges to zero.

4.3. Conditional Iterations. As discussed in the introduction, solvable games are used for the implementation of desirable outcomes in a variety of applications due to their perceived simplicity and robustness. Nonetheless, empirically, people seem to have difficulty applying more than two or three iterations. We therefore ask what is the number of iterations players need to go through in generic games, conditional on dominance solvability.

Ex ante, it is unclear how the number of actions of each player affects the number of deletion rounds solvable games entail on average. Indeed, if a game is dominance solvable, the number of actions eliminated at each iteration could affect the number of iterations needed. Our question here regards the identification of the most pervasive way by which dominance solvability is obtained. As discussed in Section 4.2, the analysis of the general case is challenging since remaining games after each round of deletion exhibit non-trivial correlations between the conditional payoff distributions corresponding to different actions. Consequently, when examining \( m \times n \) games with \( m \geq 3 \), we rely on simulations to compute the conditional number of iterations.

Specifically, we simulate \( 10^6 \) games for each game dimension. Panel (b) of Figure 2 illustrates the resulting number of conditional iterations for various \( m \times n \) games. As can be seen, the number of iterations required grows with the number of actions both players can use. In particular, for \( n \times n \) games, this growth appears rapid and nearly linear, suggesting a
large number of iterations, even for relatively small games. For instance, for $10 \times 10$ games, on average, more than 7 iterations are required conditional on dominance solvability.

4.4. Surviving Actions. Even though dominance solvability is scarce, iterated deletion of dominated actions might still be effective in simplifying a game as long as the set of actions surviving the elimination procedure is relatively small. In Section 4.1, we showed that the effectiveness of the first iteration depends on the relative size of players’ action sets. For $m \times n$ games with relatively small $m = o(\ln n)$, the proportion of undominated actions for Column converges to zero asymptotically. This provides a silver lining to Theorem 1—$m \times n$ games with relatively small $m$ are significantly simplified even after the first iteration. Can subsequent iterations simplify games even further?

It turns out that subsequent iterations are not effective asymptotically. In other words, one iteration is asymptotically sufficient. We prove this by showing that Row eliminates at least one of her actions with vanishing probability. Therefore, as for $2 \times n$ games, asymptotically, there is no difference between the number of Column’s undominated actions and the number of Column’s surviving actions.

In contrast, for $m \times n$ games with larger $m = \log_2 n + o(1)$, almost all actions are undominated, as $n$ grows. Asymptotically, such games cannot be simplified at all, even in the first iteration.

Theorem 2 summarizes our results pertaining to the effectiveness of the iterated elimination procedure in simplifying general games.

**Theorem 2.** Consider a random game $G(m, n)$. Then, for any $n \geq m = m(n) \geq 2$,

1. \(\lim_{n \to \infty} \Pr \left( S^R(m, n) < m \right) = 0\), i.e. Column can proceed with at most one iteration asymptotically;

2. for small $m = o(\ln n)$, we have \(\lim_{n \to \infty} \frac{(m - 1)!}{(\ln n)^{m-1}} \times \mathbb{E} \left[ S^C(m, n) \right] = 1\), and therefore \(\lim_{n \to \infty} \frac{\mathbb{E} \left[ S^C(m, n) \right]}{n} = 0\);

3. for larger $m = \log_2 n + o(1)$, we have \(\lim_{n \to \infty} \frac{\mathbb{E} \left[ S^C(m, n) \right]}{n} = 1\).\(^{24}\)

\(^{24}\)By our analysis in Section 4.1, for $m = 2 \log_2 n + o(1)$, all Column’s actions survive the iterated elimination, or formally $\mathbb{E} \left[ S^C(m, n) \right] = n - o(1)$. 

In Section 4.5, we provide more detailed bounds on $\Pr(S^R(m, n) < m)$ and discuss their use for the proof of this theorem. Intuitively, the first part holds for fixed $m = 2$ from our analysis in Section 3. As $m(n)$ grows, there are two competing forces. On the one hand, Row has more actions, so it is easier to eliminate at least one of them. On the other hand, it is harder to eliminate any particular action of Row since, by Lemma 2, Column deletes fewer actions in his first iteration as the number of Row’s actions grows. The proof illustrates that the latter force asymptotically dominates the first, irrespective of the dependence of $m(n)$ on $n$. The last two parts of the theorem follow immediately from our analysis in Section 4.1 and the theorem’s first part.

Despite the iterative nature of the deletion procedure, our analysis suggests that players cannot go far beyond their first iteration unconditionally. This is comforting news for $m(n) \times n$ games with relatively small $m(n)$. These games can be greatly simplified in only a few iterations. Thus, even taking into account experimental evidence suggesting the limited ability of individuals to go through an extensive number of deletion iterations, when games are highly imbalanced, the iteration procedure can be quite useful in simplifying games. This insight reverses when players’ action sets are of comparable sizes. For larger games, regardless of the number of iterations one contemplates as plausible, the iterative elimination procedure does not alter substantially the game players need to consider.

Figure 2 uses simulations to depict the objects of our analysis for $m \times n$ games, $m = 3, 4$ and $n \in [50]$, as well as $n \times n$ games, $n \in [10]$.\(^{25}\)

For $m \times n$ games with $m \geq 3$, all qualitative conclusions resemble those derived for the $m = 2$ case. In particular, the probability of strict-dominance solvability converges to zero, albeit more rapidly. We already described the pattern that emerges for the number of conditional iterations: they grow with $m$, and more rapidly so when players’ action sets are of the same size. Last, the number of surviving Column actions grow with $m$.\(^{26}\)

Figure 2 also highlights the contrast between games in which both players’ action sets

\(^{25}\)As already described, we use $10^6$ simulations for each game size, in addition to exact values corresponding to the $m = 2$ case discussed in the previous section. For $n \times n$ games, we restrict $n$ to be no larger than 10 for computational reasons.

\(^{26}\)Furthermore, the distribution of the number of surviving actions appears approximately normal even when fixing $n$ at 50. Intuitively, since Row cannot eliminate any of her actions asymptotically, we expect this distribution to be close to the one of undominated actions. The number of undominated actions can be represented as the sum of many rare “almost independent” indicator random variables, each corresponding to whether a particular action is undominated or not. The so-called “Poisson Paradigm”, see Alon and Spencer (2016), would suggest that the distribution of the number of undominated actions approximate a Poisson distribution, which in turn approaches a normal distribution as the Poisson mean goes to infinity.
expands and those in which one of the players has a fixed action set. The likelihood of dominance solvability \( \pi(n,n) \) vanishes quickly, standing at less than 5% when \( n \geq 7 \), the number of conditional iterations \( I(n,n) \) increases indefinitely and exceeds 3 starting from \( n = 4 \). The expected number of surviving actions coincides with the full action set even for small \( n \), namely any \( n \geq 5 \).

4.5. Structure of Proofs. In this section, we sketch for the interested reader the arguments underlying our main results. Detailed proofs appear in the Appendix. We first discuss Proposition 4 that, together with our analysis in Section 4.1, implies Theorem 2. We then use the proposition to illustrate the ideas generating the proof of Theorem 1.

**Proposition 4.** For any \( m \leq n \),

\[
\Pr \left( S^R(m,n) < m \right) \leq m(m-1) \cdot \left( \frac{m}{n} \right)^{m-1}.
\]

The intuition for this proposition is the following. The number of strategy pairs for Row is \( m(m-1) \). We can then use symmetry to bound \( \Pr \left( S^R(m,n) < m \right) \) by \( m(m-1) \) times the probability that Row’s second action strictly dominates her first after the first round of Column’s elimination. Namely, we restrict the problem to a collection of particular “subgames” in which Row considers only two actions.

To complete the heuristic argument underlying this proposition, notice that for any pair of Row’s actions, Row’s second action does not dominate her first after Column’s first elimination round only if, for some \( j \in [n] \), \( j \)-th Column’s action is undominated and \( r_{1j} > r_{2j} \)—denote by \( R_j \equiv \{ r_{1j} > r_{2j} \} \) the corresponding event. Without loss of generality, we can fix \( c_1 = (n,n-1,\ldots,1) \). For Column’s \( j \)-th action to be undominated, it suffices for it to deliver the largest payoff among the first \( j \) of Column’s actions for at least one of Row’s action. Formally, it corresponds to the event \( C_j \equiv \bigcup_{i \geq 2} \{ c_{ij} = \max_{k \leq j} c_{ik} \} \). In the proof, we show that these events \( \{ E_j \equiv C_j \cap R_j \}_{j \in [n]} \) are mutually independent. This observation allows us to bound the probability that Row’s second action strictly dominates her first one after the first Column’s iteration by

\[
\Pr \left( \bigcap_{j \in [n]} \overline{E_j} \right) = \prod_{j \in [n]} (1 - \Pr (E_j)) \leq \exp(- \sum_{j \in [n]} \Pr (E_j)).
\]

Since each event \( E_j, j \in [n] \), itself represents a finite union of events, we apply Bonferroni’s
inequality to find the lower bound on $\Pr(E_j)$ and use it with other well-known inequalities to obtain the proposition’s claim. In most cases, the proposition’s bound is sharper than the crude union bound $m(m - 1) \cdot 2^{-n} + n(n - 1) \cdot 2^{-m}$ for the probability of deleting any action in the first iteration.\footnote{In fact, it is possible to use the inclusion–exclusion principle to obtain an exact expression for $\Pr(E_j)$. In the Appendix, we use it to prove that for any finite $m$, we have $\sum_{j \in [n]} \Pr(E_j) = \mathcal{O}((m - 1)/2 \cdot \ln n)$, and thus $\Pr(S^R(m, n) < m) = \mathcal{O}(n^{-(m-1)/2})$, which is tight when $m = 2$.}

The proposition, together with the union bound above, allows us to immediately conclude that in $m(n) \times n$ games with an arbitrary specification of $m(n) \leq n$, Row cannot eliminate any of her actions asymptotically. Formally, $\lim_{n \to \infty} \Pr(S^R(m, n) < m) = 0$, as desired. The last two parts of Theorem 2 follow from our results in Section 4.1.

As concerns the proof of Theorem 1, we obtain the lower bound by noting that an $m \times n$ game is strict-dominance solvable when Column has a strictly dominant action. This event occurs with probability $n^{-\Theta(n)}$.

The derivation of the upper bound is more intricate and divided into two separate cases. First, we focus on sufficiently imbalanced $m \times n$ games, for which $m$ is relatively small compared to $n$. In that case, we bound $\pi(m, n)$ by the probability that Row eliminates at least one action: $
abla(m, n) = \Pr(S^R(m, n) = 1) \leq \Pr(S^R(m, n) < m)$. We use Proposition 4 to get the desired bound.

Second, we consider relatively balanced $m \times n$ games, for which Row has almost as many actions as Column. Then, the iterative elimination procedure needs to remove many of Row’s actions, not just one. Because the corresponding bound for $\Pr(S^R(m, n) < m)$ becomes less relevant when dealing with games that feature many Row actions and specifically $n \times n$ games, we use an alternative argument.

Specifically, we first show that for perfectly balanced $n \times n$ games, $\pi(n, n) \leq n^{-\Theta(n)}$. An $n \times n$ game is solvable if and only if exactly $(n - 1)$ actions for Row or Column are eliminated in the iterative procedure. We obtain the stated upper bound by considering a relaxed problem of finding the probability of eliminating at least an $\alpha$-fraction of Row’s or Column’s actions, $\alpha \in [0, 1 - 1/n]$. Intuitively, we expect the latter probability to be sufficiently small for large enough $\alpha > 0$.

For the relaxed problem, we iteratively (if needed) eliminate strictly dominated actions in an arbitrary order and stop exactly when an $\alpha$-fraction of Row’s or Column’s actions is eliminated. By symmetry with respect to players’ labels, it is without loss of generality to suppose that at the stopping point, Row has eliminated approximately an $\alpha$-fraction of her
actions, while Column has eliminated a smaller fraction of actions.

These iterations introduce non-trivial correlations between conditional payoffs corresponding to different actions. However, in the next step, we simplify it further to establish our stated bounds. Consider the final subgame at which our iterative process above stops, when approximately an $\alpha$-fraction of Row’s actions have been eliminated. Suppose action $r$ of Row has been eliminated and let $X$ denote the set of Column’s actions in this subgame, his surviving actions. In the original game, action $r$ would also be dominated for Row were Column’s actions restricted to $X$. Recall that the number of actions $r$ as such accounts for approximately an $\alpha$ fraction of Row’s actions. Furthermore, the set $X$ accounts for at least a $(1 - \alpha)$-fraction of Column’s actions. To derive the desired upper bound for $\pi(n, n)$, we therefore assess the probability that at least a fraction of $\alpha$ of Row’s actions is dominated in a subgame with at least $(1 - \alpha)$ of Column’s actions. This allows us to circumvent the correlations between payoffs in games selected through the iterative process. Our stated bound $\pi(n, n) \leq n - \left(\frac{1}{3} - o(1)\right)n$ is obtained by picking $\alpha = 1/3$.

28 Various values of $\alpha$ could generate our desired bound.

29 Furthermore, in general, we cannot partition a non-random strict-dominance solvable game into two non-intersecting strict-dominance solvable subgames of given dimensions. That is, $\pi(m, n)$ is not component-wise sub-multiplicative.

30 As an immediate corollary, for any fixed $m \geq 2$, $\pi(m, n) \leq m \cdot \pi(m - 1, n)$, and hence convergence rates are weakly increasing.

5. Alternative Distributional Assumptions

Our analysis focused on random games. However, strategic interactions that have received attention in the literature, theoretically and empirically, are inspired by applications, and
could be far from random. One immediate concern could be that real-world interactions correspond to games that are more amenable to the iterated elimination procedure. To what extent are our qualitative results driven by our uniform determination of game structures? In this section, we present data from lab experiments and from simulations indicating that our results hold for a wide variety of alternative distributional assumptions that correspond to commonly-studied strategic interactions.

5.1. Comparison of Lab and Random Games. We start by comparing random games with those played in lab experiments. Our analysis below uses data on initial play within 86 symmetric $3 \times 3$ games from 6 different experiments collected by Wright and Leyton-Brown (2014) and utilized by Fudenberg and Liang (2019).

![Figure 4: Frequency of pure-strategy Nash equilibria (Left Panel) and surviving actions (Right Panel) in random and lab games](image)

Figure 4 depicts the frequency of pure Nash equilibria on the left panel and the number of actions surviving elimination of strictly-dominated actions, in both random $3 \times 3$ games that we study, and those collected from the experimental literature. The figure already suggests that, if anything, randomly-generated games tend to be “strategically simpler” than experimental games—they feature fewer pure Nash equilibria and greater impact of the elimination procedure in that fewer actions survive.\footnote{In fact, our random games are also simpler than random games from Fudenberg and Liang (2019). Intuitively, indifferences that they allow for generate larger best-response sets and hinder the deletion of strictly-dominated strategies.} As we soon show, this increased simplicity translates to the three dimensions of complexity we inspect throughout the paper.
5.2. Alternative Classes of Games. In this subsection, we compare the three dimensions of complexity inspected throughout the paper across random games exhibiting commonly-studied structures, lab experimental games, and our uniformly random games. We focus the comparison on balanced games, which allows us to consider symmetric games as well.\footnote{We see qualitatively similar results for imbalanced games, see details in the Online Appendix.}

In addition to standard games $G(n, n)$ with payoff matrices $(R, C)$ studied before, we also analyze randomly generated games with the following constraints:\footnote{The constraints imposed by these classes of games and the ones discussed next are ordinal in nature. In particular, their analysis is, again, distribution free. In all our simulations, we randomly generate games as we do for our baseline games $G(n, n)$, but impose additional constraints corresponding to the various structures described here. \textcite{Pei2019} consider point-rationalizability in similar classes of games, see also our discussion in Section 6.}

1. \textit{symmetric} games $G^{\text{sym}}(n)$, where payoff matrices are transposes of each other, $(R, R^T)$;

2. \textit{potential} or \textit{common interest} games Potential$(n)$, in which it is possible to capture both players’ payoff matrices by a single matrix called an ordinal potential, so that payoff matrices are identical, $(R, R)$;

3. \textit{constant-sum} games Const-Sum$(n)$: $(R, c-R)$, where $c$ is an arbitrary constant matrix.

Furthermore, we consider random games with strategic complementarities, i.e. games having nondecreasing best-response functions. Formally, a game has strategic complementarities if, given an order on players’ strategies, an increase in one player’s strategy induces other players to increase their strategies, see \textcite{Topkis1979, Bulow1985}, and \textcite{Vives1990}. Specifically, we consider random games as follows:

4. games \textit{with strategic complementarities} Strat-Complements$(n)$ with payoff matrices $(\bar{R}, \bar{C})$, where random $\bar{R}$ is equal to $R$ conditional on it having a nondecreasing best-response function with respect to natural orderings $\{1, 2, \ldots, n\}$ for both players and $\bar{C}$ is defined similarly;\footnote{This conditional distribution can be stated in terms of the unconditional one. It implies that best-response functions are chosen uniformly from the set of all nondecreasing functions for given natural orderings.}

5. \textit{symmetric} games \textit{with strategic complementarities} Strat-Complements$^{\text{sym}}(n)$ with payoffs $(\bar{R}, R^T)$, where $\bar{R}$ is defined as above.

Figure 5 depicts the three complexity dimensions we study for these simulated classes of games, and for the 86 symmetric lab games assembled by \textcite{Wright2014} and discussed in the previous subsection.
Panel (a) of the figure indicates that almost all of the above games yield even lower probability of dominance solvability. In particular, lab games correspond to a substantially lower probability of dominance solvability than random games of the same size. The one exception is games with strategic complementarities, which are somewhat more likely to be solvable. Nonetheless, even for those games, the probability of dominance solvability converges to zero rapidly, standing at less than 2% for $8 \times 8$ games.

Panel (b) of the figure displays the number of iterations conditional on dominance solvability. The random games we study are, to some extent, more complex in that respect, corresponding to a greater number of necessary iterations. Nonetheless, the differences are
not vast. Furthermore, even for the “simplest” games in this respect, symmetric games with complementarities, the number of conditional iterations exceeds 2 for $8 \times 8$ games.\footnote{We do not simulate larger games since the probability of dominance solvability is then very low across all structures we consider, and the number of simulations required to establish reasonable precision becomes prohibitively large.}

Panel (c) of the figure illustrates the number of surviving actions for either player when the iterated elimination procedure terminates. We see small differences across the different game structures. As already mentioned, the elimination procedure is somewhat less effective in lab games relative to the random games we study. It is also slightly less effective than in the other classes of games analyzed here. The number of surviving actions increases with the size of the game. For $8 \times 8$ games, in expectation, there is nearly nothing eliminated through the iterative procedure in either of the game classes we consider.

6. Rationalizability and Mixed Strategies

Throughout, we focus on elimination of strictly-dominated actions and consider domination only via pure actions. Our notion of strict dominance solvability is closely related to the rationalizability notion proposed by Börchers (1993). In contrast to the traditional notion (Bernheim, 1984; Pearce, 1984), Borgers considers only players’ ordinal preferences over strategy profiles to be common knowledge, but not their cardinal preferences. Börchers (1993) characterizes this “robust” notion of rationality in terms of a pure-strategy dominance property that, for generic games with distinct payoffs, coincides with the standard pure-strategy dominance relation. Furthermore, he shows that common belief in his rationality notion is outcome equivalent to the procedure of iterated elimination of dominated strategies.

Having said that, experimental evidence suggests that mixed strategies are more cognitively demanding (see Erev and Roth, 1998; Shachat, 2002). Our analysis of Fudenberg and Liang (2019)’s data is consistent with this assertion—their experimental participants were roughly double as likely to play a dominated action when domination was via mixed strategies (see details in the Online Appendix). Such “mistakes” are likely to be compounded through the iterative elimination procedure, where each step feeds into the next. The suspicion that domination by mixed strategies is more challenging to identify is in line with the focus of much of the robust mechanism design literature on pure-strategy dominance.

Nonetheless, there is a strong link between the set of surviving actions we identify and the set of rationalizable actions, which account for domination by mixed strategies. Recall that the iterative elimination of actions strictly dominated by any arbitrary mixed strategy
generates the set of rationalizable actions. Since some actions may be strictly dominated only by mixed strategies and not by pure strategies, the set of rationalizable actions is, in general, a subset of the set of actions surviving iterated elimination of actions strictly dominated by pure actions that we study. The literature often considers the iterative elimination of never best responses against (surviving) pure strategies. This procedure culminates in a set of actions that are commonly termed point-rationalizable (Bernheim, 1984). Naturally, an action might not be a best response against any pure strategy and still be a best response with some (non-degenerate) belief about the opponent’s strategy. Therefore, the set rationalizable actions—and thus, our set of actions surviving iterated elimination of actions strictly dominated by pure actions—is a superset of the set of point-rationalizable actions.

Weinstein (2016) considers deterministic games without indifferences and shows that, for sufficiently risk-averse players, the set of rationalizable actions coincides with the set of pure-strategy rationalizable actions that we consider. For sufficiently risk-loving players, the set of rationalizable actions coincides with the set of point-rationalizable actions. Pei and Takahashi (2019) translate this result to random games. They also obtain the distribution of the number of point-rationalizable actions. In particular, for \( m \times n \) random games, \( m \leq n \), there is a unique point-rationalizable action profile with probability \( \frac{m+n-1}{mn} = \Theta(m^{-1}) \).

Pei and Takahashi (2019)’s analysis focuses mostly on identifying the distribution of the number of point-rationalizable actions. The object of their study is then best responses and the techniques utilized, as well as their results, are different than ours. Pei and Takahashi (2019) are silent about the iterative nature of point-rationalizability. Nonetheless, their bounds combined with ours offer insights on the probability of mixed-strategy dominance solvability. As mentioned, mixed-strategy dominance-solvable games are a superset of our pure-strategy dominance-solvable games and a subset of games with a unique point-rationalizable action profile. Since we showed that \( \pi(m, n) = n^{-\Theta(m)} \), it follows that the probability of mixed-strategy dominance solvability is within the interval \([n^{-\Theta(m)}, \Theta(m^{-1})]\). Similarly, we can obtain asymptotic bounds on the number of Column’s mixed-strategy rationalizable actions for any \( m(n) \leq n \). For balanced \( n \times n \) games, Pei and Takahashi (2019) show that a lower bound on the number of point-rationalizable Column actions is given by \( \sqrt{\pi n}/2 \). The resulting range for Column’s mixed-strategy rationalizable actions is then

---

36Point-rationalizability is an ordinal concept, and hence its analysis is distribution-free.
37They demonstrate existence of payoff distributions for which the set of rationalizable actions coincides with the set of pure-strategy rationalizable actions with high probability, and payoff distributions for which the set of rationalizable actions coincides with the set of point-rationalizable actions with high probability.
38They also show that, for an arbitrary payoff distribution with a finite third moment, the number of
[\sqrt{\pi n}/2, n]. For \(m \times n\) games with fixed \(m\), the bound on the point-rationalizable Column’s actions can be directly extended and the resulting range is \([\sqrt{\pi m}/2, (\ln n)^{m-1}/(m-1)!]\).

Figure 6: Three dimensions of mixed-strategy dominance solvability in balanced \(n \times n\) games, where \(\alpha_{FL} = 0.41\) for randomly-generated games is estimated in Fudenberg and Liang (2019).

Figure 6 illustrates these bounds for \(n \times n\) games and depicts our simulated variables of interest considering mixed-strategy dominance solvability, or rationalizability, for uniform and normal distributions. In addition, we consider a transformation of the uniform distribution using Fudenberg and Liang (2019)’s estimated risk parameter, \(\alpha_{FL} = 0.41\).\(^{39}\)

\(^{39}\)Due to computational limitations, we use \(10^4\) simulations when analyzing mixed strategies. The corre-
The figure illustrates that, for these payoff distributions, both the probability of mixed-strategy solvability and the expected number of Column’s rationalizable actions are close to those obtained for pure-strategy dominance. This suggests that commonly-used distributions imply sufficient risk aversion to yield similar outcomes from mixed-strategy and pure-strategy dominance. Furthermore, the number of iterations required under the various solvability notions, and accounting for the three payoffs distributions we consider, are nearly identical. In particular, mixed-strategy solvable games appear to require many iterations, reinforcing our results about complexity of solvable games.

7. Conclusions and Discussion

This paper provides a characterization of several features resulting from iterative elimination of strictly-dominated actions in general random games. We show that “simple” games, ones that are dominance solvable in fairly few steps, are rare. Iterated elimination can help players simplify the game only when players’ action sets are sufficiently imbalanced. These insights remain even when restricting attention to various classes of games commonly studied in the literature, or when allowing for domination by mixed strategies. From a technical perspective, we show the usefulness of several new methods from probabilistic combinatorics.

Appendix – Proofs

Proof of Lemma 1. We prove the two statements of the lemma in turn.

1. By taking into account that either of Row’s two actions can remain,

   \[ \Pr \left( U^R(2,n) = 1 \right) = 2 \cdot \frac{1}{2^n} = \frac{1}{2^{n-1}}. \]

2. We proceed in three steps.

   Step 1. Reformulation

   Because of symmetry, we can normalize the first Column’s payoff row \( c_1 \) to any fixed permutation, e.g. to the identity permutation \( e_n \equiv (1, 2, \ldots, n) \). That is,

   \[ C = \begin{pmatrix} 1 & 2 & \ldots & j & \ldots & n \\ c_{21} & c_{22} & \ldots & c_{2j} & \ldots & c_{2n} \end{pmatrix}. \]

   The corresponding figure for imbalanced \( 3 \times n \) games is in the Online Appendix.
This is without loss of generality.

**Step 2. Strict Dominance Implications**

For this simplified problem, we have the following observations:

(a) If $c_{2j} = n$ for some $j$, then the $j$-th column is strictly undominated.

(b) If $c_{2j} = n$ for some $j$, then the $j$-th column strictly dominates columns $i \leq j - 1$.

(c) For any $j$, the $j$-th column does not strictly dominate columns $i \geq j + 1$.

**Step 3. Recursive Problem**

Let $f(n, k)$, $k \in [n]$, denote the number of permutations $c_2 \in S_n$ such that Column has exactly $k$ strictly undominated actions, i.e. $f(n, k) = n! \cdot \Pr(U^C(2, n) = k)$.

There are two possible cases. First, if $\sigma(1) = n$, then the 1-st column is strictly undominated and we need to guarantee $k - 1 \geq 0$ strictly undominated actions out of remaining $n - 1$ actions. Second, if $\sigma(1) < n$, then the 1-st column is strictly dominated and we need to guarantee $k \geq 1$ strictly undominated actions out of remaining $n - 1$ actions. Therefore,

$$f(n, k) = f(n - 1, k - 1) + (n - 1)f(n - 1, k),$$

and $f(n, k)$ satisfies the standard recurrence for the unsigned Stirling numbers of the first kind with appropriate initial conditions (e.g., 1.3.6 Lemma in Stanley, 2011). \hfill \Box

**Proof of Proposition 1.** We prove the proposition’s three statements in turn.

1. By Lemma 1,

$$\pi(2, n) = \Pr(S^R(2, n) = 1) = \sum_{k=1}^{n} \Pr(U^C(2, n) = k) \cdot \Pr(S^R(2, n) = 1 \mid U^C(2, n) = k)$$

$$= \sum_{k=1}^{n} \Pr(U^C(2, n) = k) \cdot \Pr(U^R(2, k) = 1) = \frac{2}{n!} \cdot \left(\sum_{k=1}^{n} c(n, k) \cdot x^k\right)|_{x=1/2},$$

where the third equality follows from the ordinal randomness assumption. By using the Pochhammer symbol $x^{(n)} \equiv x(x + 1) \ldots (x + n - 1)$, we get

$$\pi(2, n) = \frac{2}{n!} \cdot x^{(n)}|_{x=1/2} = \frac{2}{\Gamma(n + 1)} \cdot \frac{\Gamma(n + 1/2)}{\Gamma(1/2)},$$
where $\Gamma(\cdot)$ is the gamma function with $\Gamma(1/2) = \sqrt{\pi}$, the first equality follows from the Proposition 1.3.7 in Stanley (2015), and the second equality is standard (e.g., Srivastava, 2013). By introducing the Wallis ratio

$$W(n) \equiv \frac{(2n - 1)!!}{(2n)!!} = \frac{\Gamma(n + 1/2)}{\Gamma(1/2)\Gamma(n + 1)}.$$

we finally obtain $\pi(2, n) = 2W(n) = \frac{(2n - 1)!!}{2^{n-1} \cdot n!}$.

2. For any $n \geq 1$, by using the identity $\Gamma(x + 1) = x\Gamma(x)$,

$$\pi(2, n + 1) = \frac{n + 1/2}{n + 1} \cdot \pi(2, n) < \pi(2, n).$$

3. By Stirling’s formula applied to the gamma function,

$$\lim_{n \to \infty} \frac{\Gamma(n + \alpha)}{\Gamma(n) \cdot n^\alpha} = 1,$$

so that

$$\lim_{n \to \infty} n^{1/2} \cdot \pi(2, n) = \frac{2}{\sqrt{\pi}} \cdot \lim_{n \to \infty} \frac{\Gamma(n + 1/2) \cdot n^{1/2}}{\Gamma(n + 1)} = \frac{2}{\sqrt{\pi}}.$$

**Proof of Proposition 2.** We prove the proposition’s three statements in order.

1. By using probabilities derived in Subsection 3.3,

$$\mathbb{E}[I(2, n)] = \sum_{i=1}^{3} i \cdot \Pr(I(2, n) = i) = 1 \cdot \frac{\sqrt{\pi}}{2^a} \cdot \frac{\Gamma(n)}{\Gamma(n + 1/2)} + 2 \cdot \frac{n + 2^{n-1} - 2}{2^n} \cdot \sqrt{\pi} \cdot \frac{\Gamma(n)}{\Gamma(n + 1/2)}$$

$$+ 3 \cdot \left(1 - \frac{n + 2^{n-1} - 1}{2^n} \cdot \sqrt{\pi} \cdot \frac{\Gamma(n)}{\Gamma(n + 1/2)}\right) = 3 - \frac{n + 2^{n-1} - 1}{2^n} \cdot \sqrt{\pi} \cdot \frac{\Gamma(n)}{\Gamma(n + 1/2)}.$$ 

2. Note that for any $n \geq 1$,

$$A(n + 1) \equiv \frac{n + 1 + 2^n}{2^{n+1}} \cdot \sqrt{\pi} \cdot \frac{\Gamma(n + 1)}{\Gamma(n + 3/2)} = \frac{n + 1 + 2^n}{2n + 2^n} \cdot \frac{n}{n + 1/2} \cdot A(n) < A(n),$$

so that $\mathbb{E}[I(2, n)]$ is strictly increasing in $n$ by 1.
3. From Stirling’s formula, we have \( \lim_{n \to \infty} n^{1/2} \cdot (3 - \mathbb{E}[I(2, n)]) = \frac{\sqrt{\pi}}{2}. \)

**Proof of Proposition 3.** The proof of this statement is similar to Hwang (1998) and uses the Berry-Esseen theorem to find the convergence rate in the stated central limit result. The difference is that the problem does not belong to the exp-log class immediately. For simplicity of notation, we let

\[
\mu_n \equiv \mathbb{E}[S^C(2, n)] = \ln n + \gamma + o(1), \\
\sigma_n \equiv \sqrt{\text{Var}[S^C(2, n)]} = \sqrt{\ln n} - \left(\frac{\pi^2}{12} - \frac{\gamma}{2}\right) \cdot \frac{1}{\sqrt{\ln n}} + o\left(\frac{1}{\sqrt{\ln n}}\right), \text{ and} \\
\varphi_n(t) = \sum_{j=1}^{n} \Pr(S^C(2, n) = j) \cdot e^{it(j-\mu_n)/\sigma_n},
\]

where \( \varphi_n(t) \) denotes the characteristic function of the normed variable \((S^C(2, n) - \mu_n)/\sigma_n\).

**Berry–Esseen theorem** (Theorem 2 in Petrov, 1975) Let \( F(x) \) be a non-decreasing function, \( G(x) \) a differentiable function of bounded variation on the real line, \( \varphi(t) \) and \( \gamma(t) \) the corresponding Fourier-Stieltjes transforms:

\[
\varphi(t) = \int_{-\infty}^{\infty} e^{itx} dF(x), \quad \gamma(t) = \int_{-\infty}^{\infty} e^{itx} dG(x).
\]

Suppose that \( F(-\infty) = G(-\infty), \) \( F(\infty) = G(\infty), \) \( T \) is an arbitrary positive number, and \( |G'(x)| \leq A. \) Then for every \( b > 1/(2\pi) \) we have

\[
\sup_{-\infty < x < \infty} |F(x) - G(x)| \leq b \int_{-T}^{T} \left| \frac{\varphi(t) - \gamma(t)}{t} \right| dt + r(b) \frac{A}{T},
\]

where \( r(b) \) is a positive constant depending only on \( b. \)

We proceed in two steps. In step 1, we reformulate the problem by using the Berry-Esseen inequality. In step 2, we calculate the characteristic function and establish the result.

**Step 1. Reformulated problem**

Take \( G(x) = \Phi(x) \) (so that \( A = 1/\sqrt{2\pi} \)) and \( T = T_n = c\sigma_n, \) where \( c > 0 \) is a sufficiently small constant. By the Berry-Esseen inequality, it will be sufficient to prove that

\[
J_n = \int_{-T_n}^{T_n} \left| \frac{\varphi_n(t) - e^{-\frac{1}{2}t^2}}{t} \right| dt = O\left(\frac{1}{\sqrt{\ln n}}\right).
\]
Step 2. Characteristic function

\[ \varphi_n(t) = \sum_{j=1}^{n} \Pr(S^C(2, n) = j) \cdot e^{it(j - \mu_n)/\sigma_n} = A_n(t) + B_n(t), \]

where, following algebraic simplification, we get

\[ A_n(t) \equiv e^{-it\mu_n/\sigma_n} \cdot \frac{1}{\Gamma(e^{it/\sigma_n})} \cdot \frac{\Gamma(n + e^{it/\sigma_n})}{\Gamma(n + 1)} = e^{-\frac{t^2}{2} + O\left(\frac{|t|^3}{\sqrt{n}}\right)}, \]
\[ B_n(t) \equiv 2 \cdot e^{-it\mu_n/\sigma_n} \cdot \left( \frac{e^{it/\sigma_n}}{\Gamma(1/2)} \cdot \frac{\Gamma(n + 1/2)}{\Gamma(n + 1)} - \frac{1}{\Gamma(e^{it/\sigma_n}/2)} \cdot \frac{\Gamma(n + e^{it/\sigma_n}/2)}{\Gamma(n + 1)} \right) \]
\[ = \frac{2}{\sqrt{\pi}} \cdot e^{-\left(it - O\left(\frac{|t|^3}{\sqrt{n}}\right)\right)} \cdot e^{\frac{|t|}{\kappa n} + O\left(\frac{|t|^3}{\sqrt{n}}\right)} \cdot e^{-\frac{1}{2} \ln n + O\left(\frac{1}{n}\right)} \]
\[ - 2 \cdot e^{-\left(it - O\left(\frac{|t|^3}{\sqrt{n}}\right)\right)} \cdot e^{\frac{|t|}{\kappa n} + O\left(\frac{|t|^3}{\sqrt{n}}\right)} \cdot e^{-\frac{1}{2} \ln n + \frac{1}{2} it - O\left(\frac{1}{n}\right)} . \]

The Online Appendix provides omitted details behind the above derivations.

Note that \( B_n(0) = 0 \) and \( B_n(s) = O\left(\frac{e^{-\ln n} + O\left(\frac{|t|^3}{\sqrt{n}}\right)}{\sqrt{n}}\right) \) uniformly for \( |s| \leq \tau, s \in \mathcal{C} \) for some fixed \( \tau > 0 \). By denoting \( \kappa_n \equiv \frac{n^{1/2}}{e^{\tau \ln n}} \) for convenience, we can rewrite \( B_n(s) = O\left(\frac{1}{\kappa n}\right) \) for \( |s| \leq \tau \).

Furthermore, by taking a small ball around the origin we easily obtain \( B_n(s) = O\left(\frac{|s|}{\kappa n}\right) \) for \( |s| \leq c < \tau \), where sufficiently small \( c > 0 \) can be taken to be less than \( \tau \). Consequently,

\[ \varphi_n(t) = A_n(t) + B_n(t) = e^{-\frac{t^2}{2} + O\left(\frac{|t|^3}{\sqrt{n}}\right)} + O\left(\frac{|t|}{\kappa_n \cdot \ln n}\right), \]

for \( |t| \leq T_n = c\sigma_n \).

Based on the obtained approximation, we can follow the proof of Theorem 1 in Hwang (1998). That is, using the inequality \(|e^w - 1| \leq |w| |e^w|\) for all complex \( w \), we obtain

\[ \left| \frac{\varphi_n(t) - e^{-\frac{1}{2}t^2}}{t} \right| = O\left(\frac{1 + t^2}{\sqrt{\ln n}}\right) \exp\left(-\frac{t^2}{2} + O\left(\frac{|t|}{\sqrt{\ln n}}\right)\right) + \frac{1}{\kappa_n \cdot \sqrt{\ln n}} \]
\[ = O\left(\frac{1 + t^2}{\sqrt{\ln n}}\right) e^{-\frac{1}{4}t^2} + \frac{1}{\kappa_n \cdot \sqrt{\ln n}} \]
\( (|t| \leq T_n) \),

for sufficiently small \( 0 < c < \tau \).
Thus,

\[ J_n = \int_{-T_n}^{T_n} \left| \frac{\phi_n(t) - e^{-\frac{1}{2}t^2}}{t} \right| dt = \mathcal{O} \left( \frac{1}{\sqrt{\ln n}} \int_{-T_n}^{T_n} \left( 1 + t^2 \right) e^{-\frac{1}{2}t^2} dt + \frac{1}{\kappa_n} \right) = \mathcal{O} \left( \frac{1}{\sqrt{\ln n}} + \frac{1}{\kappa_n} \right) = \mathcal{O} \left( \frac{1}{\sqrt{\ln n}} \right), \]

because \( \lim_{n \to \infty} \sqrt{n} \kappa_n = \lim_{n \to \infty} \sqrt{n} \cdot e^{\tau \cdot \sqrt{n}} = \lim_{n \to \infty} \frac{n \cdot e^{\tau \cdot n}}{e^{n^2/2}} = 0. \) Due to Step 1, this concludes the proof. \( \square \)

**Proof of Lemma 2.** We prove the lemma’s three statements in turn.

1. For any \( k \geq 1, \) if there are at most \( k \) undominated Column’s actions for some \( g(m+1,n), \) then there are at most \( k \) undominated Column’s actions for the corresponding \( g(m,n) \) constructed from \( g(m+1,n) \) by removing the \( (m+1) \)-th action of Row. Therefore,

\[ \Pr(U^C(m+1,n) \leq k) \leq \Pr(U^C(m,n) \leq k) \text{ for any } k = 1, 2, \ldots, n. \]

To conclude the proof, \( \Pr(U^C(m+1,n) \leq 1) = n^{-m} < n^{-(m-1)} = \Pr(U^C(m,n) \leq 1). \)

2. For an arbitrary \( m \geq 2, \) consider

\[
C = \begin{pmatrix}
c_{11} & c_{12} & \cdots & c_{1j} & \cdots & c_{1n} \\
c_{21} & c_{22} & \cdots & c_{2j} & \cdots & c_{2n} \\
\vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
c_{m1} & c_{22} & \cdots & c_{mj} & \cdots & c_{mn}
\end{pmatrix},
\]

where rows \( \{c_1, c_2, \ldots, c_m\} \) are i.i.d. uniform on \( S_n. \) Let \( p^C(m,n) \) denote the probability that any particular column is undominated.

Without loss of generality, focus on the first column \( c_1. \) There are \( n \) possible values for \( c_{m1}. \) Suppose that \( c_{m1} = k \) for some \( k \in [n]. \) This happens with probability \( \frac{1}{n}. \) Then, the first action is undominated if and only if it is undominated in the \( (m-1) \times (n-k+1) \) game formed by removing all columns \( j \) with \( c_{mj} < k \) and the last row. It happens with probability \( p^C(m-1,n-k+1). \) By summing over all possible \( k, k \in [n], \) we easily get

\[ p^C(m,n) = \sum_{k=1}^{n} p^C(m-1,n-k+1) = \sum_{k=1}^{n} \frac{p^C(m-1,k)}{n}. \]
To conclude, by linearity of the expectation, $\mathbb{E} [UC(m, n)] = n \cdot p^C(m, n)$.

Component-wise monotonicity follows immediately from the first part of this lemma and the recurrence relation itself.

3. We show, using induction on $m \geq 2$, that for any $n \geq 1$,

$$
\mathbb{E} [UC(m, n)] \leq \frac{(\ln n)^{m-1}}{(m-1)!} + \frac{(\ln n)^{m-2}}{(m-2)!} + \ldots + \frac{(\ln n)^2}{2} + \ln n + 1.
$$

For $m = 2$, $\mathbb{E} [UC(2, n)] = H_n = 1 + \frac{1}{2} + \ldots + \frac{1}{n} \leq \ln n + 1$ for any $n \geq 1$. Assume that this statement holds for $m \geq 2$. We prove it for $m + 1$.

For any $x > 0$, define

$$
f(x) \equiv \frac{(\ln x)^{m-1}}{(m-1)!} + \frac{(\ln x)^{m-2}}{(m-2)!} + \ldots + \frac{(\ln n)^2}{2} + \ln x + \frac{1}{x}.
$$

The function $f(x)$ is strictly decreasing in $x > 1$. By the recurrence relation,

$$
\mathbb{E} [UC(m + 1, n)] = \frac{\mathbb{E} [UC(m, 1)]}{1} + \frac{\mathbb{E} [UC(m, 2)]}{2} + \ldots + \frac{\mathbb{E} [UC(m, n)]}{n}
\leq f(1) + f(2) + \ldots + f(n) \leq f(1) + \int_1^n f(x) dx = 1 + \left( \frac{(\ln x)^m}{m!} + \frac{(\ln x)^{m-1}}{(m-1)!} + \ldots + \ln x \right)|_1^n
= \frac{(\ln n)^m}{m!} + \frac{(\ln n)^{m-1}}{(m-1)!} + \ldots + \frac{(\ln n)^2}{2} + \ln n + 1,
$$

as desired, where the first inequality follows from the induction hypothesis and the second holds since $f(x)$ is strictly decreasing in $x > 1$.

We now use induction on $m \geq 2$ to show that, for any $n \geq 1$,

$$
\mathbb{E} [UC(m, n)] \geq \frac{(\ln n)^{m-1}}{(m-1)!}.
$$

For any fixed $m \geq 2$, $p^C(m, n) = \mathbb{E} [UC(m, n)] / n$—the probability that the first Column’s action is undominated—is decreasing in $n \geq 1$ by its definition.

For $m = 2$, $\mathbb{E} [UC(2, n)] = H_n = 1 + \frac{1}{2} + \ldots + \frac{1}{n} > \ln n$ for any $n \geq 1$. Assume that the desired statement holds for $m \geq 2$. We prove it for $m + 1$. 

For any $x > 0$, define

$$f(x) \equiv \frac{(\ln x)^{m-1}}{(m-1)!x^2},$$

so that

$$f'(x) = -\frac{(\ln x)^{m-1}}{(m-1)!x^2} + \frac{(m-1)(\ln x)^{m-2}}{(m-1)!x^2}$$

is negative for $x > e^{m-1}$ and positive for $x < e^{m-1}$. Therefore, $f(x)$ has a unique (global) maximum at $x_{\text{max}} = e^{m-1}$, so that

$$\max_{x > 0} f(x) = f(x_{\text{max}}) = f(e^{m-1}) = \frac{(m-1)e^{m-1}}{(m-1)!e^{m-1}} \leq \frac{1}{e} \leq \frac{1}{2},$$

where the first inequality holds since, for any $m \geq 2$, by denoting $g(m) \equiv \frac{(m-1)e^{m-1}}{(m-1)!e^{m-1}}$, we have $g(m+1) = (1 + \frac{1}{e})^{m-1} \cdot \frac{g(m)}{e} \leq g(m) \leq g(2) = \frac{1}{e}$.

By our observations above, for any $i \leq \lfloor e^{m-1} \rfloor - 1$, we have

$$\mathbb{E}\left[ U^C(m,i) \right]_i = p^C(m,i) \geq p\left(m, \lfloor e^{m-1} \rfloor \right) \geq f\left( \lfloor e^{m-1} \rfloor \right) \geq f(x) \text{ for any } x \leq \lfloor e^{m-1} \rfloor,$$

where the first inequality follows since $p^C(m,n)$ decreases in $n$, the second follows from the induction hypothesis, and the third follows because $f(x)$ is increasing for $x < e^{m-1}$. Therefore, for any $i \leq \lfloor e^{m-1} \rfloor - 1$,

$$\mathbb{E}\left[ U^C(m,i) \right]_i \geq \int_i^{i+1} f(x)dx.$$

In addition, for $i = 1$, we can, in fact, show that

$$\mathbb{E}\left[ U^C(m,1) \right]_1 = \int_1^2 f(x)dx = 1 - \int_1^2 f(x)dx \geq 1 - \max_{x > 0} f(x) \geq \frac{1}{2}.$$

Similarly, for any $i \geq \lfloor e^{m-1} \rfloor$, we have

$$\mathbb{E}\left[ U^C(m,i) \right]_i = p^C(m,i) \geq f(i) \geq f(x) \text{ for any } x \geq i,$$

where the first inequality follows from the induction hypothesis and the second holds because $f(x)$ is decreasing for $x > e^{m-1}$. Therefore, for any $i \geq \lfloor e^{m-1} \rfloor$,

$$\mathbb{E}\left[ U^C(m,i) \right]_i \geq \int_i^{i+1} f(x)dx.$$
Finally, for $i = \lfloor e^{m-1} \rfloor$, as long as $m \geq 2$,
\[
\int_{[e^{m-1}]} f(x)dx \leq \max_{x>0} f(x) \leq \frac{1}{2}.
\]

To sum up,
\[
\mathbb{E} \left[ U^C(m,1) \right] \geq \int_{1}^{2} f(x)dx + \frac{1}{2} \geq \int_{1}^{2} f(x)dx + \int_{[e^{m-1}]} f(x)dx,
\]
\[
\mathbb{E} \left[ U^C(m,i) \right] \geq \int_{i}^{i+1} f(x)dx \quad \text{for} \quad i \neq \lfloor e^{m-1} \rfloor.
\]

Therefore, by the recurrence relation and the set of inequalities above,
\[
\mathbb{E} \left[ U^C(m+1,n) \right] = \mathbb{E} \left[ U^C(m,1) \right] + \mathbb{E} \left[ U^C(m,2) \right] + \ldots + \mathbb{E} \left[ U^C(m,n) \right]
\]
\[
\geq \int_{1}^{n+1} f(x)dx > \int_{1}^{n} f(x)dx = \left( \frac{(\ln x)^m}{m!} \right)_{1}^{n} = \frac{(\ln n)^m}{m!},
\]
as desired.

\textbf{Proposition 4}. Consider a random game $G(m,n)$. Then, for any $m \leq n$,
\[
\Pr \left( S^R(m,n) < m \right) \leq m(m-1) \cdot \left( \frac{m}{n} \right)^{\frac{m-1}{2}}.
\]

For any fixed $m$, an asymptotic bound can be improved to
\[
\Pr \left( S^R(m,n) < m \right) = \mathcal{O} \left( n^{-\frac{m-1}{2}} \right).
\]

\textbf{Proof}. Let $p(m,n)$ denote the probability that the second Row’s action strictly dominates her first after the first round of Column’s elimination. By symmetry and Boole’s inequality, we have
\[
\Pr \left( S^R(m,n) < m \right) \leq m(m-1) \cdot p(m,n).
\]

Without loss of generality, set $c_1 = (n, n-1, \ldots , 1)$. Define events $E_j$, $j \in [n]$, as follows:
\[
E_j \equiv C_j \cap R_j, \quad \text{where} \quad C_j \equiv \bigcup_{i \geq 2} \{ C : c_{ij} > \max(c_{i,j-1}, c_{i,j-2}, \ldots , c_{i,1}) \} \quad \text{and} \quad R_j \equiv \{ R : r_{1j} > r_{2j} \}.
\]
Note that if \( E_j \) happens for some \( j \in [n] \), then the second Row’s action cannot strictly dominate her first one after the first round of Column’s elimination. Indeed, if both \( C_j \) and \( R_j \) occur, then the column \( j \) stays and \( r_{1j} > r_{2j} \).

Assume that events \( \{E_j\}_{j \in [n]} \) are mutually independent. Then,

\[
p(m, n) \leq \Pr \left( \bigcap_{j \in [n]} \overline{E_j} \right) = \prod_{j \in [n]} (1 - \Pr(E_j)),
\]

where

\[
\Pr(E_j) = \frac{1}{2} \cdot \frac{m - 1}{j} + \frac{1}{2} \cdot \sum_{k=2}^{m-1} (-1)^{k-1} \binom{m-1}{k} \cdot \left( \frac{1}{j} \right)^k.
\]

By using the inequality \( 1 - x \leq e^{-x} \) that holds for any \( x \geq 0 \), we get

\[
\prod_{j \in [n]} (1 - \Pr(E_j)) \leq e^{-\sum_{j \in [n]} \Pr(E_j)}.
\]

Next, we verify that events \( \{E_j\}_{j \in [n]} \) are mutually independent. Because rows and columns are mutually independent, it is sufficient to prove that \( \{C_j\}_{j \in [n]} \) are mutually independent.

Note that for any matrix \( C \) with \( c_1. = (n, n - 1, \ldots, 1) \), we can map it to the matrix \( \{m_{ij}\}_{i \in [m-1], j \in [n]} \) defined as \( m_{ij} = |\{k < j : c_{i+1,k} > c_{i+1,j}\}| \in \{0, 1, \ldots, j - 1\} \). This mapping is a bijection. Furthermore, \( C_j \) occurs if and only if \( m_{ij} = 0 \) for some \( i \in [m-1] \) (corresponding events are mutually independent).

We can now show the statement, considering two possibilities:

1. If \( m = \mathcal{O}(1) \), then

\[
\Pr(S^R(m, n) < m) \leq m(m - 1) \cdot p(m, n) \leq m(m - 1) \cdot e^{-\sum_{j \in [n]} \Pr(E_j)} = \mathcal{O}(1) \cdot e^{-\frac{m-1}{2} \ln n + \mathcal{O}(1)} = \mathcal{O}(1) \cdot n^{-\frac{m-1}{2}} = \mathcal{O} \left( n^{-\frac{m-1}{2}} \right).
\]

2. The main statement is trivial for \( m = 1 \). Consider \( m \geq 2 \). By applying Bonferroni’s inequality up to \( k = 2 \), we have

\[
\Pr(E_j) \geq \frac{m - 1}{2} \cdot \frac{1}{j} - \frac{(m - 1)(m - 2)}{4} \cdot \frac{1}{j^2} = \frac{m - 1}{2} \cdot \left( \frac{1}{j} - \frac{m - 2}{2} \cdot \frac{1}{j^2} \right).
\]
As \( m \leq n \), because \( \frac{m-2}{2j} < \frac{1}{2} \) for any \( j \geq m-1 \),

\[
\sum_{j \in [n]} \Pr (E_j) \geq \sum_{j \geq m-1} \Pr (E_j) = \sum_{j \geq m-1} \frac{m-1}{2} \left( \frac{1}{j} - \frac{m-2}{2j} \cdot \frac{1}{j} \right) > \sum_{j \geq m-1} \frac{m-1}{2} \cdot \frac{1}{j} > \sum_{j \geq m-1} \frac{1}{j} > \int_m^n \frac{dx}{x} = \frac{m-1}{4} \cdot \ln \frac{n}{m},
\]

so that

\[
\Pr \left( S^R(m, n) < m \right) \leq m(m-1) \cdot e^{-\frac{m-1}{4} \ln \frac{n}{m}} = m(m-1) \cdot \left( \frac{m}{n} \right)^{\frac{m-1}{4}}.
\]

Proof of Lemma 3. If either \( m = 1 \) or \( n = 1 \), the proof is trivial. Therefore, consider \( m, n \geq 2 \).

First, we show that there exists its \((m-1) \times n\) subgame that is strict-dominance solvable. Indeed, if there is a strictly dominated action for Row in the original game, then the \((m-1) \times n\) subgame formed by the exclusion of this action is strict-dominance solvable. Otherwise, there is a strictly dominated action for Column such that in the induced game after the first iteration, Row has a strictly dominated action. Then the \((m-1) \times n\) subgame, formed by the exclusion of this action from the original game, is strict-dominance solvable.

Second, by the symmetric argument, there exists its \(m \times (n-1)\) subgame that is strict-dominance solvable.

Finally, we can repeat the previous steps to prove the desired result by induction.

Proof of Theorem 1. We first show that \( \pi(n, n) \leq n^{-\left(\frac{1}{3} - o(1)\right)n} \). The idea behind the proof is to estimate the probability to eliminate at least \( \frac{n}{3} \) rows (actions of Row) or columns (actions of Column). This probability will provide the desired upper bound for the probability of strict-dominance solvability.

Start the standard iterative elimination procedure and stop exactly when at least \( \frac{n}{3} \) rows or at least \( \frac{n}{3} \) columns are deleted. To simplify the presentation, we omit all floor and ceiling signs whenever these are not crucial. Without loss of generality, suppose that we deleted \( \frac{n}{3} \) rows and at most \( \frac{n}{3} \) columns.

Let \( X \) be the set of columns that are not yet eliminated. Similarly, \( Y \) is defined as the set of rows that are not yet deleted. Their complements \( X' \equiv [n] \setminus X \) and \( Y' \equiv [n] \setminus Y \) correspond to eliminated columns and rows, respectively. By the previous paragraph, \( |X| \geq \frac{2n}{3} \) and \( |Y| = \frac{2n}{3} \). Also, for any row \( r_i \) eliminated, \( i \in Y' \), there must exist a row \( r_j \) not eliminated yet, \( j \in Y \), so that \( r_{jx} > r_{ix} \) for any \( x \in X \), namely \( r_j \) strictly dominates \( r_i \) when restricted
to columns $X$.

For any row $r_i$ eliminated, $i \in Y'$, choose some row $r_{j(i)}$ not eliminated yet, $j(i) \in Y$, so that $r_{j(i)x} > r_{ix}$ for any $x \in X$, and draw a directed edge from $j(i)$ to $i$. We get a collection of $r$ stars of sizes $k_1, k_2, \ldots, k_r$ with centers in $Y$ (not eliminated rows) and leaves $Y'$ (eliminated rows), so that $k_1 + k_2 + \ldots + k_r = |Y'| = \frac{n}{3}$.

First, the total number of ways to choose such $X$, $Y$, and stars, is bounded above by

$$\binom{n}{|X|} \cdot \binom{n}{|Y|} \cdot |Y||Y'| \leq 2^n \cdot 2^n \cdot |Y|^{n-|Y|} \leq 4^n \cdot \left(\frac{2n}{3}\right)^{\frac{n}{3}}.$$ 

Second, for any such fixed $X$, $Y$, and $r$ stars of sizes $k_1 + k_2 + \ldots + k_r = |Y'| = \frac{n}{3}$, the probability that for each star, its center dominates all corresponding leaves when restricted to $X$, is exactly

$$\left(\frac{1}{k_1 + 1} \cdot \frac{1}{k_2 + 1} \cdot \ldots \cdot \frac{1}{k_r + 1}\right)^{|X|} \leq \left(\frac{1}{|Y'| + 1}\right)^{|X|} \leq \left(\frac{1}{|Y'|}\right)^{|X|} \leq \left(\frac{1}{n/3}\right)^{\frac{2n}{3}}.$$ 

Based on two previous inequalities, the probability to eliminate at least $\frac{n}{3}$ rows or columns is bounded above by

$$4^n \cdot \left(\frac{2n}{3}\right)^{\frac{n}{3}} \cdot \left(\frac{1}{n/3}\right)^{\frac{2n}{3}} = n^{-\frac{1}{3} - o(1)n},$$

as desired.

In order to prove the main statement of this theorem, we consider two relevant cases. If $m \geq n^{0.9}$, then by Lemma 3 and the inequality for balanced games proved above,

$$\pi(m, n) \leq \binom{n}{m} \cdot \pi(m, m) \leq \binom{n}{m} \cdot \frac{1}{m^{0.3m}} \leq \binom{n}{m} \cdot \frac{1}{n^{0.27m}}.$$ 

By using the standard upper bound for the binomial coefficient, we get

$$\binom{n}{m} \cdot \frac{1}{n^{0.27m}} \leq \left(\frac{em}{m}\right)^m \cdot \frac{1}{n^{0.27m}} = e^{m} \cdot \frac{1}{n^{0.17m}}.$$ 

Otherwise, if $m \leq n^{0.9}$, then by Proposition 4,

$$\pi(m, n) \leq m^2 \cdot \left(\frac{1}{n^{0.1}}\right)^{m-\frac{1}{4}} \leq m^2 \cdot \frac{1}{n^{0.025m}}.$$
To sum up, by taking $C_2 = 0.01$ and sufficiently large $C_1 > 0$, for any $m \leq n$, we obtain the desired bound $\pi(m, n) \leq C_1 n^{-C_2 m}$.

REFERENCES

Li, Jiangtao and Piotr Dworczak, “Are simple mechanisms optimal when agents are unsophisticated?,” Available at SSRN 3632971, 2020.


